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Design and Implementation of an On-Line Quality Control System
for Latch-Based True Random Number Generator

Naoki FUJIEDA ™, Member, Shuichi ICHIKAWA Y, Senior Member,

SUMMARY  This paper presents a design and an implementation of an
on-line quality control method for a TRNG (True Random Number Gener-
ator) on an FPGA. It is based on a TRNG with RS latches and a temporal
XOR corrector, which can make a trade-off between throughput and ran-
domness quality by changing the number of accumulations by XOR. The
goal of our method is to increase the throughput within the range of keep-
ing the quality of output random numbers. In order to detect a sign of the
loss of quality from the TRNG in parallel with random number generation,
our method distinguishes random bitstrings to be tested from those to be
output. The test bitstring is generated with the fewer number of accumu-
lations than that of the output bitstring. The number of accumulations will
be increased if the test bitstring fails in the randomness test. We designed
and evaluated a prototype of on-line quality control system, using a Zynq—
7000 FPGA SoC. The results indicate that the TRNG with the proposed
method achieved 1.91-2.63 Mbits/s of throughput with 16 latches, follow-
ing the change of the quality of output random numbers. The total number
of logic elements in the prototype system with 16 latches was comparable
to an existing system with 256 latches, without quality control capabilities.
key words: FPGA, true random number generator, randomness test

1. Introduction

Unpredictable random numbers are essential for many se-
curity applications[1]. They are, for example, used as
encryption keys for cryptographic algorithms and nonces
of challenge-response protocols. A TRNG (True Ran-
dom Number Generator) obtains them from a physical phe-
nomenon, which cannot be predicted in principle. There are
many types of TRNGs according to physical phenomena on
which they rely [2], [3].

An on-the-fly randomness test circuit is a key compo-
nent for TRNGs to deal with the variation of quality of ran-
dom numbers. It can be used in three ways: anomaly detec-
tion, autocalibration, and quality control/assurance. Since
the quality may vary with operating conditions such as sup-
ply voltage and temperature, an attacker may interfere with
it. It is known that such an attack to, for example, a TRNG
based on ring oscillators is possible [4]. A sign of failure
should be detected as an anomaly to stop the generation or
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warn the system about it [S]. Some types of TRNGs can con-
trol their behavior by a parameter input. They need an au-
tocalibration mechanism to find a proper parameter for each
individual device and/or operating condition [6], [7]. Some
other types of TRNGs are designed to improve its random-
ness at the cost of increasing power consumption or decreas-
ing bit rate of generation. On-line quality control techniques
have been recently proposed for them to make a better trade-
off [8], [9].

This paper presents a design and an implementation of
an on-line quality control method for a TRNG, along with
on-the-fly randomness test circuits. Our method is based
on a latch-based TRNG implemented on an FPGA (Field-
Programmable Gate Array)[10], [11]. By increasing the
number of temporal accumulation of the output of latches,
it can improve the randomness quality at the sacrifice of bit
rate of generation [12].

The proposed method has two important differences
from other quality control methods. First, it adopts a rel-
atively complicated randomness test, called the count-the-
ones test, as one of the on-the-fly tests. Although there
have been FPGA implementations of complicated random-
ness tests [13], [14], they require too many logic elements to
be used as a component of a quality control method. By a
careful selection of test and an optimized design of dataflow,
we successfully implemented a complicated test with a hard-
ware cost not much different from simple tests. Second, the
proposed method distinguishes the random bitstrings to be
tested from those to be output. The test bitstring is generated
to contain less entropy. This is done by controlling the num-
ber of accumulations for the test bitstring to be smaller than
that for the output bitstring. This enables the output bitstring
to have an enough margin in entropy, so that the TRNG can
continue outputting random numbers even though the test
bitstring fails at an on-the-fly test. We developed a proto-
type of the proposed quality control system and evaluated
it using PYNQ-Z1 FPGA SoC development boards [15] to
validate this idea.

The content of this paper is based on two previously
presented studies: one was presented in the IEEJ Techni-
cal Meeting on Innovative Industrial System held in March
2021[16]; the other was presented in the 10th Interna-
tional Symposium on Computing and Networking (CAN-
DAR 2022) [17]. Major differences from the previous stud-
ies are summarized as follows:
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e anew evaluation system, explained in Sect. 3, has been
developed based on the PYNQ platform for improved
generality and reliability;

e statistical tests are analyzed in more detail in the pre-
liminary evaluation described in Sect. 4;

e an implementation of a short-term test, which com-
plements the count-the-ones test, is introduced in
Sect. 5.3; and

e a prototype of the proposed quality control system is
described and evaluated in Sects. 6 and 7, respectively.

This paper is organized as follows. In Sect. 2, the latch-
based TRNG is briefly explained and the existing hardware
implementations of on-the-fly testing of randomness quality
are reviewed. Our evaluation system and preliminary eval-
uation results are presented in Sects.3 and 4, respectively.
Section 5 describes hardware implementations of on-the-
fly randomness tests used as components of the proposed
method. In Sect. 6, we present the design of the proposed
on-line quality control method and the implementation of
TRNG core module with it. We evaluate the prototype sys-
tem in Sect. 7 and then conclude the paper in Sect. 8.

2. Background
2.1 Latch-based TRNG

The latch-based TRNG utilizes the metastability of an RS
latch. Figure 1 depicts an RS latch, where both of the input
ports (R and S) are connected to the same signal, CTRL.
When the CTRL signal is set to ‘0, output of the both
NAND gates becomes ‘1. When CTRL rises to ‘1, the
latch transits into the metastable state and starts to oscil-
late [18]. It eventually settles at one of the stable states and
the output of one of the NAND gates, Q, becomes either ‘0’
or ‘1. Ideally, the probability that Q becomes ‘1’ is 1/2 be-
cause which stable state the latch will go is determined by
noises (such as thermal noise) amplified in the ring of the
latch. The latch thus outputs Q as a random bit. After that,
CTRL is set to ‘0’ again to start a new cycle of random bit
generation.

Although an ideal, completely balanced RS latch
would generate random bits with perfect randomness, there
exists an imbalance in the ring of the latch in practice and the
probability usually becomes far from 1/2. This means that
the amount of information (or entropy) from one cycle of
one latch becomes much less than one bit. Therefore, latch-
based TRNG aggregates information from multiple latches
using XOR (exclusive OR) operation and obtains (almost)
one bit of entropy per one output bit. This technique is
called XOR correction.

XOR correction can be applied either spatially or tem-
porally (Fig.2). Spatial implementation (Fig.2 (a)) aggre-
gates the output of multiple latches with an XOR gate [10],
[11]. Spatial/temporal implementation (Fig. 2 (b)) addition-
ally accumulates the results of the multiple cycles[12]. In
the latter implementation, the output becomes valid every
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time a predefined number of cycles are completed. This
means the bit rate of generation is divided by the number of
accumulations. Temporal correction can be done in a unit of
multiple bits. For example, an existing implementation [12]
conducts accumulation by a 32-bit word.

Another type of TRNGs that utilizes the metastability
of an RS latch is called TERO (Transition Effect Ring Os-
cillator) [19], [20]. It focuses on the number of times of os-
cillation before the latch transits into a stable state, rather
than the final output of the latch. The design principle of the
TERO-based TRNG is different from the latch-based one. It
has to let the latch stay at the metastable state for a while
in order to increase the variation of the number of times of
oscillation. To this end, some TERO implementations add
buffers (or even number of inverters) to the ring [2].

The most serious weakness of the original TERO was
that its behaviour varied widely with devices and place-
ment of logic elements[2]. This problem has recently
been overcome by making the path of the ring config-
urable by an input parameter [21]. The organization of the
ring was inspired from a TRNG based on coherent sam-
pling (COSO) [6] and an autocalibration mechanism in the
COSO-based TRNG might also be adopted. However, the
mechanism only estimates the likeliness to have enough en-
tropy by measuring the difference of oscillating frequencies
(in the case of COSO) or the average number of times of
oscillation (in the case of TERO): the randomness of the
output is not checked directly.

2.2 Hardware Implementation of Randomness Test

Table 1 enumerates recent studies on hardware implemen-
tations of randomness tests. The column labeled Aim rep-
resents the main target of each circuit. The column la-
beled # describes the number of tests implemented. Some
implementations adopted tests defined in standards such
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Table 1  List of hardware implementations of randomness tests.
Authors { Year | Aim { # | Origin
Santoro et al. [13] 2009 AD 1 AIS-31
Varchola & Drutarovsky [22] | 2009 AD 4 FIPS 140-2
Vaskova et al. [14] 2011 SU 4 Diehard
Veljkovié et al. [23] 2012 | AD | 8 NIST 800-22
Suresh et al. [24] 2013 | AD | 6 NIST 800-22
Yang et al. [25] 2015 | AD | 9 NIST 800-22
Yang et al. [26] 2015 AD 4 None
Cao et al. [27] 2016 AD 4 None
Hussain et al. [28] 2016 | AD | 7 NIST 800-22
Grujié et al. [29] 2017 AD 3 None
Martin et al. [30] 2018 | AD | 7 FIPS/NIST
Gonzalez et al. [9] 2018 QC 3 | Yang et al.[26]
Carreira et al. [7] 2020 AC 4 None
Gantel et al. [31] 2020 | QC | 3 | NIST 800-90B

* AD = Anomaly Detection

* SU = Speed-Up processing of test
* QC = Quality Control

* AC = AutoCalibration

as AIS-31[32], FIPS 140-2[33], NIST 800-22[34], and
NIST 800-90B [35]. Another implementation targeted tests
in the well-known diehard test suite [36]. The origin of im-
plemented tests are summarized in the column labeled Ori-
gin.

Most of early studies used the implemented circuits
for anomaly detection: they detect the loss of entropy in a
TRNG due to malicious attacks and to alarm systems. Only
some latest studies adopt an on-the-fly test circuit as a com-
ponent of autocalibration and quality control systems. We
briefly introduce such studies in the following paragraphs.

Gonzalez et al. [9] proposed a method to control a
TRNG using the results of on-line tests. They used two
types of TRNGs based on ring oscillators and self-timed
rings, respectively, and turned off some components accord-
ing to the test results. In short, the purpose of their study is
power reduction, which is different from our study.

Carreira et al. [7] presented an autocalibration method
for a TRNG, based on a variant of TERO [20]. This type of
TRNG might give biased output in case of taking too long
time to generate random bits. To filter out such a case, the
method checks the number of clock cycles for generation,
in addition to generated output itself, when it searchs for an
appropriate parameter. The idea of estimating entropy from
the behavior of circuit is also seen in a quality control system
proposed by Chen et al. [8]. The motivation of their work is
quite similar to ours, but their system did not test the output
directly.

Gantel et al. [31] proposed a validation and post-
processing platform for TRNGs. Test results are used to
determine if the output of the TRNG needs to be post-
processed. Although the XOR correction (explained in
Sect.2.1) can be considered as one of the post-processing
methods, our method is designed to let the TRNG out-
put have enough entropy and require no additional post-
processing.

In this study, we propose an on-line quality control
method designed for the latch-based TRNG. A short-term,
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simple tests, adopted in the most of the recent studies, might
overlook a small bias of random numbers. A long-term,
complicated tests generally requires a large number of logic
elements. We selected the count-the-ones test in the diehard
suite [36] as the implementation target. It has a strong capa-
bility of detecting a bias in output of the latch-based TRNG,
and moreover, it can be implemented with a minimal amount
of hardware. We demonstrate them in the following sections
of this paper.

To the best of our knowledge, Vaskova et al. [14] have
presented the only hardware implementation of tests from
the diehard suite. However, the goal of their research is
to accelerate the processing of time-consuming tests. The
amount of hardware of their implementation was too large
to be used for on-the-fly testing of a TRNG.

3. Evaluation System
3.1 System Description

Figure 3 describes the simplified block diagram of our eval-
uation system, which collects random bitstrings with various
numbers of latches. The system runs on a Digilent PYNQ-
Z1 development board, which includes a Xilinx Zynq
XC7Z020 FPGA SoC, an Ethernet port, and a MicroSD slot.
A Zynq SoC consists of processing system (PS) and pro-
grammable logic (PL). The PS is a dual-core Arm Cortex-
A9 microprocessor that can run Linux, while the PL is an
FPGA fabric where the TRNG is implemented. The PS and
the PL usually communicate each other via AXI (Advanced
eXtensible Interface) interconnects.

The TRNG is packaged into an IP (Intellectual Prop-
erty), whose internal structure is depicted in the lower half of
Fig. 3. Generated random numbers are sent out as a stream,
which means the TRNG core does not care where they shall
be stored in the main memory. It is managed by an existing
AXI DMA (Direct Memory Access) core. Both the TRNG
and the DMA cores are controlled by the PS. A reset signal
generater, which is also present in the PL, is omitted from
Fig. 3.

The TRNG IP consists of a TRNG core, an AXI (Lite)
interface, a stream controller, and a stream FIFO. The
TRNG to be evaluated is required to have specific ports and
instantiated as a TRNG core. The AXI interface receives
control signals and arguments, which include the number of
bytes to send, a parameter for the TRNG core, etc., from the
PS. The stream controller manages the number of sent bytes
and packs data from the TRNG core into a stream of 32-bit
words as needed. The words are stored to the stream FIFO
and sent out as AXI stream.

Figure 4 depicts the internal block diagram of the
TRNG core used in the preliminary evaluation in Sect. 4.
Eight latches compose a set of latches, where their outputs
are corrected by XOR. The TRNG has 32 sets of latches and
XOR output of either of 1-32 set(s) is selected by a 32-to-1
multiplexer. As a result, XOR output of either of 8, 16, ...,
or 256 latches is obtained. The cycle time of the input of
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Fig.3  Simplified block diagram of the evaluation system.
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Fig.4  Block diagram of the TRNG core for the preliminary evalution.

latches is set to 80 ns.

We run the evaluation system on the PYNQ plat-
form [15], which includes Linux, an execution environment
of Python, and libraries for circuits on the PL. After copying
the programming (.bit) file of the evaluation system to the
specific directory, we reconfigure the PL and drive the cores
using a Python script written on a Web browser (Jupyter
Notebook). Collected random numbers are saved in the
PYNQ’s file system built on a MicroSD card. The source
code of the evaluation system is available at a GitHub repos-
itory [37].

3.2 Validation

Figure 5 is a screenshot of Jupyter Notebook running on
the PYNQ platform. This Python script reconfigures the PL
side, initializes the TRNG and DMA cores, and writes the
TRNG output to a file using double buffering. Since the
cycle time of the TRNG is set to 80ns, the ideal through-
put of the TRNG is approximately 12.5 Mbit/s. The script
took about 8.021 s to obtain and write 100 Mbit of TRNG
output, which meant the measured throughput was about
12.47 Mbit/s. As long as used in this study, a bottleneck
does not exist in data transfer, which means generated ran-
dom numbers are not discarded due to limitations of the sys-
tem.

4. Preliminary Evaluation

This section presents a preliminary evaluation using the sys-
tem described in Sect.3. The purpose of the preliminary
evaluation is to select randomness tests that have a high
capability of detecting a flaw of output of the latch-based
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from pyng import Overlay
from pyng import allocate
import numpy as np

import time

BLOCK_SIZE = 4096 # ir 5,
NUM_BLOCKS = 3852 #

pl = Overlay("latch_ip.bit")

rng = pl.LATCH_RNG_O

dma = pl.axi_dma_@

buffer_r = allocate(shape=(BLOCK_SIZE//4,), dtype=np.uint32)
buffer_w = allocate(shape=(BLOCK_SIZE//4,), dtype=np.uint32)
file = open("latch128.dat", "wb'

rng.parameter = 15 £ (75 + 1) x § = 128 latches
rng.start(NUM_BLOCKS * BLOCK_SIZE)
start = time.time()

for 1 in range(NUM_BLOCKS):
dma.recvchannel.transfer(buffer_r)
if i 1= 8
buffer_w.tofile(file)
dma.recvchannel.wait()
buffer_r, buffer_w = buffer_w, buffer_r

elapsed = time.time() - start
print(f"Elapsed Time: {elapsed} sec."”)
rng.stop()

buffer_w.tofile(file)

file.close()

buffer_r.freebuffer()
buffer_w.freebuffer()

Elapsed Time: §.020897150039673 sec.

Fig.5 A screenshot of Jupyter Notebook on PYNQ in collecting a ran-
dom bitstring.

Table 2  Evaluation criteria for p-values.
Condition Condition
Decision (for diehard) (for NIST)
P (pass) 0.005 < p < 0.995 001 <p
W (weakly pass) 1076 < p < 0.005 or 2x107% < p < 0.01
0995<p<1-10°
F (fail) p<10©0or1-10°<p p<2x107°

TRNG. They will be the candidates for being adopted by
the proposed quality control method.

4.1 Methodology

The quality of random numbers can be evaluated by statis-
tical tests. Basically, the randomness quality of the latch-
based TRNG is degraded when the number of latches or the
number of accumulations (or both) is small. To let an on-line
quality control method work effectively, we have to find an
appropriate statistical test, where a small defect will result
in a p-value extremely close to O or 1.

For this reason, we conduct a preliminary evaluation
using the statistical tests in the diehard test suite [36] and the
NIST 800-22 test suite [34]. The diehard and NIST suites
consist of 18 and 15 kinds of tests, respectively, each of
which gives 1-148 p-values per random bitstring. If ideal
random numbers are given to the test, p-values will be uni-
formly distributed in the range of [0, 1).

In the preliminary evaluation, we group p-values into
three categories: pass (P), weakly pass (W), and fail (F),
according to the conditions shown in Table 2. Since the ex-
pected occurrence probability of F is 2 x 107, an F means
that the generated random numbers are likely to be far from
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ideal. On the other hand, it is a normal behavior that a W
is occurred in about 1% of probability because the expected
probability of W is 0.01 — 2 x 107°. Categorization criteria
are slightly different between the two suites, which comes
from whether the tests assume one-sided or two-sided.

In a similar way to the preceding study [10], we deter-
mine pass or fail of each kind of test in the following way.
If a test outputs four or less p-values, their categories are
checked. When they include one or more Fs, the result of the
test is F. When they include no Fs but one or more Ws, the
result is W. When all p-values are classified into P, the result
is also P. If a test gives five or more p-values, their unifor-
mity is checked by the Kolmogorov—Smirnov (KS) test and
the test result is determined by the category of the resulting
p-value.

The preliminary evaluation was conducted with a sin-
gle PYNQ-Z1 board. We generated 1.5 Gbit (15 x 100 Mbit)
of random bitstring for each number of latches using our
evaluation system described in Sect.3. We then simulate
the temporal XOR correction by software and obtained a
100 Mbit of bitstring for each number of accumulations.
Bitstrings without temporal correction are also tested; in this
case, the number of accumulations is regarded as zero. The
total number of bitstrings to be tested was 256, because we
have 16 kinds of the number of latches (8, 16, ..., 128) and
16 kinds of the number of accumulations (0, 1, ..., 15). The
quality of each bitstring is checked by the test suites. In the
NIST tests, only the first 1 Mbit of each bitstring was tested.

4.2 Results

Figure 6 plots the proportion of the p-values generated from
256 bitstrings for each test, categorized into F and W. It
clearly shows that the likelihood of failing at a test varies
widely with the kind of test.

It is also observed that some diehard tests gave larger
proportion of F than NIST tests. In the NIST suite, a p-value
of an individual attempt of a test is not used for determining
a pass or fail of a TRNG. Instead, a set of p-values with
multiple bitstrings for each test are used by a final analysis,
as we will explain later in Sect.7.1. In short, a p-value ex-
tremely close to 0 or 1 for each attempt is not necessary in
the NIST tests.

There are four tests with excessively high proportion of
W: the overlapping 5-permutation test (9.2%), the overlap-
ping sums test (6.6%), the random excursions test (6.7%),
and the random excursions variant test (27.6%). Regarding
the first two tests from the diehard suite, it has been reported
that their reliability is low: they have higher possibility of
giving false positives than expected [38]. For the last two
tests from the NIST suite, probably it was not appropriate
to conduct the KS test to resultant p-values. They have an-
other problem that they cannot be conducted to all bitstrings.
For these reasons, we exclude these four tests and focus on
remaining 29 tests in the subsequent discussions.
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4.3 Discussion

Figures 7 and 8 describe the results of the count-the-ones
(stream) test and all of the selected tests, respectively, for
each number of accumulations (X-axis) and each number of
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latches (Y-axis). In Fig. 7, results of P, W, and F is colored in
green, yellow, and red, respectively. In Fig. 8, results with-
out Fs correspond to green, while results with one or more
Fs correspond to red. The more tests fail at, the darker the
color.

These heat maps show that the results of the count-the-
ones (stream) test well represent the overall results of the
tests. In other words, this test has a high capability of de-
tecting a flaw of output of the latch-based TRNG. There are
some other types of tests gave similar results in the diehard
suite: the binary rank (6x8) test, the OPSO (overlapping
pairs sparse occupancy) test, the OQSO (overlapping quads
sparse occupancy) test, the DNA test, the count-the-ones
(specific) test, the squeeze test, and the craps test. By care-
fully considering the ease of implementation by hardware
for them, we decided to adopt the count-the-ones (stream)
test as one of the on-the-fly randomness tests for the pro-
posed quality control method. In the following sections, we
simply refer the count-the-ones (stream) test to as the count-
the-ones test.

5. Randomness Testing Circuits
5.1 Analysis of Count-the-Ones Test

We briefly explain the count-the-ones test here. The test uses
256,004 bytes of random numbers. It first translates each in-
put byte into an alphabet by the number of ones in the byte,
according to Table 3. It then forms sets of 256,000 over-
lapping 5-letter and 4-letter words, counts the frequencies
of each word, and calculates the y? value for each set. The
distribution of the difference between the y? values, repre-
sented as chsg in the rest of this paper, follows the y? distri-
bution with degree of freedom of 2,500: its mean and stan-
dard deviation becomes 2,500 and 5,000, respectively.

Our considerations on hardware implementation of the
count-the-ones test are threefold. The first is an efficient
use of ROMs. The calculation of the y? value requires the
expected number of occurrence, ev, for each word. It can
be calculated in advance from the number of total words
(256,000) and the occurrence probabilities of the alphabets
in the word (see Table 3). This means the ev values can
be stored in a ROM. Using the fact that ‘A’ and ‘E’, ‘B’
and ‘D’ have the same probability, respectively, the size of
the ROM can be reduced [17]. Since ev is also used as a
divisor, another ROM for its reciprocal, ev_r, is prepared to
transform a division into a multiplication.

The second consideration is the use of fixed-point arith-
metic, applied to the calculation of the chsq value. More
specifically, the variables ev and chsq are stored as fixed-
point numbers. Since the bit widths of the fractional por-
tions of the variables affect the computational precision, a
trade-off between the error and the amount of hardware has
to be made [17].

The last consideration is the exclusion of the calcula-
tion of the p-value from hardware implementation. Note
that the p-value of the test is not necessarily calculated: if
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Table3  Mapping of alphabets in the count-the-ones test.
# of ones 0-2 3 4 5 6-8
Alphabet A B C D E
Probability || 37/256 | 56/256 | 70/256 | 56/256 | 37/256
Encoding 000 010 100 011 001

Increment of Counters

Q
- AN
index4

Q I
j AN
index5 e >

Calculation of Indices

i< 3 times >

rand_in
|

chsq

Calculation of
chsq Value

Fig.9 Block diagram of our implementation of the count-the-ones
test[17].

we only have to know whether the p-value is within a cer-
tain range, we can check if the chsq value is within the cor-
responding range. For example, the test result being an F
corresponds to the chsq value meeting |chsq — 2500] > 237.
For this reason, we let the chsq value be the test result, in-
stead of the p-value.

5.2 Implementation of Count-the-Ones Test

Figure 9 depicts a block diagram of our implementation of
the count-the-ones test. Since we coded the test in C++ and
used high-level synthesis (HLS) to obtain the test circuit,
pipeline registers inserted automatically by an HLS tool are
omitted from the figure. RAMs and ROMs are shown in
gray. The byte_to_letter ROM translates a byte into the cor-
responding alphabet. The freq4 and freqS RAMs store the
numbers of occurrence of 4-letter and 5-letter words, respec-
tively.

The diagram has three sections: calculation of indices,
increment of counters, and calculation of the chsq value.
If the test circuit receives an input byte, the indices of
RAMs are calculated in the first section and the correspond-
ing counters are incremented in the second section, in a
pipelined structure. This pipeline proceeds once in 3 cy-
cles because the number of occurrence in the RAMs must
be read, incremented, and written. The total number of cy-
cles to complete these sections is estimated at 768,012.

The chsq value is calculated in the third section. A
counter value is read from one of the RAMs as ov. The
expected value of the corresponding word and its recipro-
cal are read from ROMs as ev and ev_r, respectively. From
them, a term of y? value, (ov — ev)® X ev_r, is calculated. It
is added to or subtracted from the chsq value, according to
which RAM was read. After the accumulation for all of the
words, the circuit halts and outputs the final chsq value. This
section approximately takes 3,750 cycles because the num-
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Fig.10  Block diagram of our implementation of short-term test, a vari-
ant of monobit frequency test.

ones

ber of possible 4-letter and 5-letter words is 5* +5° = 3,750.
In addition, RAMs must be reset to zero as an initialization.
This takes approximately 3,125 cycles.

In summary, the number of cycles to complete the
test is estimated at 774,887. This means the throughput
of the test circuit becomes approximately 2.64 bits/cycle
(= 256,004 x 8/774,887). According to a report after HLS,
the actual number of cycles became very close to this esti-
mation [17]. Since the throughput of the test circuit is much
larger than that of the latch-based TRNG, the test circuit
cannot be a performance bottleneck.

5.3 Implementation of Short-Term Test

In addition to the count-the-ones test for checking long-term
quality of random numbers, we implement a short-term test
based on the monobit frequency test. There are two goals
of the short-term test. One is to deal with a characteristic
of the latch-based TRNG that the decline of the randomness
quality occurs suddenly and successively [10]. The other is
to terminate the random number generation when the latches
do not generate random bits at all for some reasons.

The test gets the difference between adjacent 32-bit
words by XOR and applies the monobit test (i.e., counting
the number of ones in a block of a fixed length) to them.
When the latches constantly generates zeros or ones, the ac-
cumulated output word becomes the same as the previous
word or its inversion, respectively. In the case of outputting
inversion, the occurrence probability of both zeros and ones
becomes 1/2. This case cannot be detected by simply ap-
plying the monobit test to the accumulated output. This is
why the difference between adjacent words is required.

Figure 10 depicts the block diagram of the imple-
mented short-term test circuit. To let the circuit be integrated
with the count-the-ones test, it has a 8-bit data input. The
latest four bytes of data are stored in a shift register and the
difference from the previous word is obtained by an XOR.
The number of ones in the difference is accumulated. This
procedure is repeated for 2,000 bytes (16,000 bits) and the
sum of the number of ones is output as a result. It approx-
imately follows a normal distribution with a mean of 8,000
and a standard deviation of v/4,000.
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Fig.11  Block diagram of the TRNG core with the proposed control
method.

6. Proposed TRNG with On-Line Quality Control
6.1 Control Method

The basic strategy of the proposed on-line quality control
method is that the number of accumulations for output ran-
dom numbers is sufficiently larger than the maximum num-
ber of accumulations with which the on-line test fails. Fig-
ures 7 and 8 showed that the results of the individual test
was similar to the overall results, but not the same. On the
boundary between F and the others, the test result might go
back and forth between them over time.

Figure 11 describes the block diagram of the TRNG
core that adopts the proposed method. The proposed core is
roughly separated into three parts. The upper part includes
the latch-based TRNG, accumulation, and serial-to-parallel
(S/P) conversion. Since the output of the TRNG is accumu-
lated by word, the S/P conversion circuit is moved from the
stream controller to the TRNG core. The center part has a
pair of internal FIFOes. One of them is for output and the
other is for the on-line test. The size of the output FIFO
is larger than a block size of the short-term test and it does
not send out data until it becomes full. In other words, the
input of the short-term test remains unsent in the core until
the test is passed. The bottom part includes the online test
circuit and a FIFO control circuit according to the test result.

The accumulated word is valid only when a predefined
number of accumulations are completed. This is done by
two base-n counters that give write enable (WE) signals of
the FIFOes. The number of accumulations for the test FIFO
is stored in a register as ¢, while that for the output FIFO is
the sum of ¢ + m, where m is a margin given as a parame-
ter of the core. When the count-the-ones test is completed,
it assesses whether the result is within a certain range or
not. If it is (i.e., passing the test), ¢ is decremented; other-
wise (i.e., failing at the test), ¢ is incremented. When the
short-term test is completed and the result is a fail, c is in-
cremented and the output FIFO is reset, to avoid the failed
random number being output. The value of ¢ cannot be less
than one. If ¢ exceeds a predefined maximum number (31 in
our evaluation), random number generation is terminated by
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considering that the latches cannot generate random bits any
more. For comparison, the short-term test can be disabled
by a parameter.

In this paper, the range of the result of each test to be
considered as a pass is set to 2500 + 336 in the count-the-
ones test and 8000 + 400 in the short-term test. The prob-
ability of occurrence of a false positive is 2.0 x 107 and
2.7 x 1071°, respectively. Since a fail in the short-term test
comes with a reset of the output FIFO, its significance level
is set to be smaller.

6.2 Implementation of Proposed TRNG Core

The online test circuit is described as a C++ function
and synthesized with the Xilinx Vitis HLS tool. An HLS
interface axis pragma is added to each of the argu-
ments, or the input data and the output result, to use AXI
Stream. An HLS interface ap_ctrl none pragma is
given to the function itself to start the circuit automatically
and repeatedly. These changes make it easy to be integrated
with the other part of the core. The synthesized circuit is
exported as Verilog files and instantiated from the core.

In the fixed-point arithmetic of the count-the-ones test,
the lengths of the fractional portions of the chsq and ev val-
ues are set to 18 and 0, respectively. This pair of parameters
have been referred to as the resource-saving candidate [17],
which has about 1.5% of error in the chsq value on aver-
age but can be implemented with a minimal hardware. Af-
ter the change of interfaces, the amount of hardware became
slightly smaller: the required number of LUTs and flip-flops
were 358 and 414, respectively.

The short-term test, described in Sect. 5.3, is included
in the same circuit. It is conducted repeatedly while the
number of occurrence of words is counted in the count-the-
ones test. Since the lengths of input of the count-the-ones
and the short-term tests are 256 kB and 2 kB, respectively,
128 results of the short-term tests are obtained during one
iteration of the count-the-ones test. After the integration of
the short-term test, the number of LUTs and flip-flops be-
came 423 and 483, respectively. This meant the additional
logic elements for the short-term test were 65 LUTs and 69
flip-flops.

7. Evaluation
7.1 Methodology

Our evaluation of the proposed method was conducted us-
ing three PYNQ-Z1 boards, which were different from one
used in the preliminary evaluation. The TRNG core in the
evaluation system, explained in Sect. 3, was replaced with
the proposed core. Unlike the preliminary evaluation, the
number of latches is fixed at logic synthesis and cannot be
changed as a parameter opened to software. This means we
synthesized a different hardware overlay for each number of
latches. The version of the PYNQ system was 2.7, based on
Ubuntu 20.04. Xilinx Vitis HLS 2021.1 and Xilinx Vivado
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2020.2 were used for HLS and logic synthesis, respectively.
The version of Vivado is slightly older than Vitis HLS be-
cause it is recommended by PYNQ 2.7.

We obtain 10° bits (1 Gbits) of random bitstring for
each combination of the following parameters:

o the identifier of PYNQ board (ID): A, B, and C;

e the number of latches (/): 8, 16, 32, and 64;

o the margin of the number of accumulation(m): 1, 2, and
3; and

e the short-term test (Monobit): enable and disable.

If the bitstring is successfully obtained, it is divided
into 1,000 10°-bit substrings and assessed by the NIST 800—
22 test suite [34]. The generation bit rate is also calculated
and recorded from the elapsed time. If the random num-
ber generation has been terminated, or the number of accu-
mulation has reached the upper limit, the event is recorded
instead.

When the NIST test is conducted with many substrings,
there are two criteria for determining pass or fail. One is
the proportion of the number of substrings with p-values
of 0.01 or more. If it is within a range of 99% =+ 30, the
test is considered as a pass. Its significance level is about
0.27%. The other is the p-value of a test on the flatness of
the distribution of the obtained p-values. If this “p-value of
p-values” is 0.0001 or more, the test is considered as a pass.
The significance level of this criterion is 0.01%.

We summarize the overall result of the NIST suite by
classifying it into three categories: PASS, fail, and FAIL.
We mark it fail if the bitstring fails based on either of the
criteria in any of the tests; we mark it FAIL if the bitstring
fails based on both of the criteria.

7.2 Results on Random Number Generation

Table 4 summarizes the results on random number genera-
tion. Each row corresponds to the board identifier (ID) and
the number of latches (/). Each column corresponds to the
margin of accumulation (m) and the use of the short-term
test (Monobit). The first line in each cell is the overall result
of the NIST suite. The case that the random number gen-
eration is terminated is depicted as Abort. The second line
represents the generation bit rate in Mbit/s.

If the short-term test is enabled, the bitstrings basically
passed the test even with m = 1. If disabled, the bitstrings
sometimes failed in the test with m = 1. Regarding the bit
rate of generation, enabling the short-term test had almost
the same effect as increasing m by one or two.

To examine the behavior with the short-term test in
more detail, we monitored the time variation of the number
of accumulation, or c¢. Figure 12 plots its result in the case of
I =16 and m = 1, using the board A. The X-axis represents
the position of corresponding output bitstring. The value
of ¢ basically fluctuated around three or four but rapidly
increased three times in the range of 600—-800 MB. When
a rapid decline of randomness quality is detected, the pro-
posed method increases the value of ¢ to a range of expected
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Table 5 The number of logic elements used in the PL (FPGA) part of the evaluation system.
Preliminary (I = 256) Proposed (I = 16)
LUT | FF [ BRAM [ DSP || LUT | FF [ BRAM | DSP
TRNG IP Core 780 1,071 1.0 0 784 906 5.5 2
AXI-Lite I/F 71 111 0.0 0 78 117 0.0 0
TRNG and Controller 676 902 0.0 0 631 669 4.5 2
Stream FIFO 64 58 1.0 0 68 58 1.0 0
AXIDMA 792 1,219 1.0 0 781 1,219 1.0 0
AXI Interconnects 860 1,041 0.0 0 849 1,026 0.0 0
Reset Generator 17 33 0.0 0 17 33 0.0 0
Total [ 24483364 | 20 | 0 [ 24303184 65 | 2
Table4  Summary of results on random number generation and the NIST Table 6  Comparison of the number of logic elements and the bit rate of
test suite to generated bitstrings. generation among various TRNG cores.
Monobit Enable Disable Type [ LUT | FF | BitRate
D[/ [[m=1]m=2]m=3]m=1[m=2[m=3 TC-TERO [21] 48 | 30 2.03
A 8 Abort | Abort | Abort | Abort | Abort | Abort Configurable COSO [6] 69 33 1.37
- - - - - - Latch w/o accumulation [10] 676 902 12.50
16 PASS | PASS | PASS | FAIL | PASS fail Latch w/ accumulation [12] 69 95 0.83
2.44 1.99 1.74 2.94 2.54 2.20 This work =8 613 645 | 1.01-1.70
32 PASS | PASS | PASS | PASS | PASS | PASS =16 631 669 | 1.91-2.63
2.29 1.93 1.66 3.15 2.48 1.93 1=32 664 717 | 1.93-2.29
64 fail PASS | PASS | PASS | PASS | PASS =64 735 813 | 3.89-4.10
3.89 2.92 2.31 5.02 3.45 2.75
B 8 PASS fail fail FAIL | PASS | PASS
170 | 156 | 140 | 214 | 181 | 171 . o
16 || PASS | PASS | fail | FAIL | PASS | PASS suite when the short-term test is disabled and m = 1.
1.91 1.67 1.51 269 | 235 1.92 However, a small decline of randomness quality might
32 {“1’13 PIA;S {“6’11 g‘gi 5”5119 PZA1S9S still be overlooked. There are a larger number of failed bit-
62 | PASS | PASS | PASS | PASS | Jal Tail strings based on the criterion of propomon only than ex-
410 | 309 | 247 | 567 | 38 | 296 pected. Since we conducted 15 kinds of tests for each of
Cc |8 PASS | PASS | PASS | FAIL | PASS | fail 66 random bitstrings, we expect two or three false positives
1.01 094 | 099 1.92 1.69 137 (66x15%0.27/100 =~ 2.7). The number of bitstrings marked
16 || PASS | PASS | PASS | PASS | PASS | fail fail was much larger. Perhaps a very small number of sub-
2.63 2.10 1.64 3.31 2.80 2.17 tri tll h bi d th ti £ substri ith
35 T PASS | PASS | PASS | PASS | PASS | PASS strings still have a bias and the proportion of substrings wit
193 | 2.00 176 | 320 | 276 | 225 p-values of 0.01 or more is slightly smaller than 99%. This
64 |[ PASS | PASS | fail fail | PASS | PASS result suggests that an adjustment of some parameters, such
394 | 302 | 240 | 519 | 3.78 | 2385 as the range of the result considered as a pass the imple-
mented tests, is still needed, though we leave it for future
16 work.
E 14
& i 7.3 Hardware Resource Usage
=]
Z 10 .
é Table 5 compares the number of logic elements — LUTs,
- flip-flops (FF), block RAMs (BRAM), and DSP units —
3 p-iop ) )
fo 6 in the FPGA part of the system, from the one used in
B 4 the preliminary evaluation. The TRNG in the preliminary
ZE 2 evaluation basically corresponds to the original latch-based
0 TRNG [10] and up to 256 latches are available, whereas nei-
0 200 400 600 800 1000

Position of Output Data [MB]

Fig.12  Time variation of the number of accumulation when the short-
term test is enabled.

safety, while discarding the output of the TRNG. After that,
it decreases ¢ gradually, confirming that the tested random
numbers pass the count-the-ones test. If it could not follow
a rapid decline of randomness quality, some of the random
substrings would have a bias and exhibit a poor p-value. We
think this is why some of the bitstrings failed in the NIST

ther accumulation nor quality control features is supported.
The case of 16 latches (I = 16) is shown in the table. The
proposed system used a comparable number of LUTs and
flip-flops, though additional 4.5 (36-kbit) block RAM and
2 DSPs were required. Only for the TRNG IP core, it
only used less than 2% of available LUTs and flip-flops of
PYNQ-Z1, a low-end FPGA SoC development board.
Table 6 enumerates various types of TRNGs imple-
mented as TRNG cores of our evaluation system. The bit
rate of generation is shown in Mbit/s. Note that existing
TRNGs do not include hardware for quality control and as-
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surance. Due to accumulation, the bit rate of generation
with the proposed method decreased to an order of Mbit/s.
However, it is larger than the case where the number of ac-
cumulation is fixed [12] and still comparable to other types
of recently proposed TRNGs [6], [21]. The increase of the
number of logic elements per latch was about 2.2 LUTs
and 3 flip-flops, as estimated in the original latch-based
TRNG[10].

To the best of our knowledge, there were no quality
control methods for TRNGs that consider both short-term
and long-term tendencies of the TRNG output. We have
realized the first one with a minimal amount of hardware, by
a careful design of randomness tests and a control method.

8. Conclusion

In this paper, we presented a design and an implementa-
tion of an on-line quality control method for the latch-based
TRNG, in order to increase the throughput while keeping the
quality of output random numbers. According to the evalu-
ation with a prototype of the control system, the latch-based
TRNG with the proposed method achieved 1.91-2.63 Mbit/s
of throughput with 16 latches. We also confirmed that the
method can follow the change of the quality of output ran-
dom numbers quickly.

We are planning to conduct further experiments of, for
example, seeing if the method is tolerant of changes of op-
erating conditions or external attacks. We will also have to
find causes of a rapid decline of randomness quality of the
latch-based TRNG and a way to fundamentally solve the
problem. Further improvements on reliability and through-
put to our method may be achieved by examining new on-
the-fly tests. It is also left for future studies to apply our ap-
proach to other types of TRNGs, such as TERO and COSO.
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