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Abstract

Authors have been devd oping a numerical Smulation environment NSL [1], which automatically generates paralel
PDE (partid differential equations) solver from high-level description of problem. Two of the notable features of NS are
boundary-fitted coordinate system and multi-block method. Physica domain is mapped onto a group of rectangular com-
putationa blocks, each of which is partitioned into one or more congruent sub-blocks. Each processor takes charge of a
single sub-block. Static load baancing of such sysem can be modeled as a combinatorid optimization, which can be
solved by branch-and-bound method [2][3]. However, in this model, the number of processors (n) is required to be greater
than or equa to the number of blocks (m). This redriction can be a mgor obgtacle to handle many blocks on a modes-
scae pardld computer.

This paper presents an enhanced scheme that works regardiess of the relationship between m and n, with additional
performance improvement. Badc idea is that each processor handles a few sub-blocks ingead of one. Assume that each
processor is equivadent and in charge of the same number of sub-
blocks Let thisnumber bek. The enhanced schemeisformulated as

distributing kn virtual processorsamong m blocks and then allocating SE®
k sub-blocks for each physica processor. Applying the earlier ago- S AR |
rithm [2][3] to kn virtua processors, the former part is easly solved. g 3EHS |
Let thisresult be T, ., . Thelatter alocation problem is beyond the % DB |
scope of this short paper, o let usjud take the word case estimation ‘&53 '
here. The overd| executiontime T isesimatedtobe KT, - g 1B
Figure 1 shows the smulation results of T for various k, while 0D
both mand n arefixed to 16. No load balancing isachieveda k =1, 0 4 8 12 16

because nisequa to m. When block sze (b) is smdl, T monotoni-
cally increases as k increases In this case, cdculation time is not
enough to conceal communication latency and communication time Figure 1. Tvs. k
increases in proportion to k. If bis big enough, T first decreases as k
increases by the effect of load balancing when cadculation time is
superior to communication. At some point, communication is getting
dominant and T turns to increase as k increases. Therefore, the ex-
ecution time can be improved by choosing the optimal k. Figure 2
shows T for various m for n = 16 and b = 200. The new scheme
appliesto mthat ishigger than n, while improving T with adequate k.

It is ample to implement this new scheme by iterating the ear-
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lier scheme for kn virtud processors until finding the optima k. This ' 0 16 D 48 &
new agorithm needs longer time than earlier because each search Thenunber of blocks

incurs O((kn)™) time in iteration. However, our smulation de-

. . . . Figure2. Tvs.m
mongratesthat better solution can be derivedin practica time.
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